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Computer Networks

Layered Approach To Network
Design




700 Networks are complex!

700 Composed of many “pieces":
o hosts

routers

links of various media

applications

protocols

hardware, software

O O O O O

700 Tobetter understand the issue let us first
consider an analogy of "Air Travel Process”

700 Canyou break down the process of air travel into
"sub-processes”
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Organization of air travel

Service Counter Service Counter
(ticket purchase) (Future Travel)
Check-in Counter Check-in Counter
(baggage check) (baggage claim)
gates (Departure) gates (Arrival)
runway (takeoff) runway (landing)

airplane routing

%0 a series of steps
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Organization of air travel: a different view

Service Counter Service Counter

(ticket purchase) (Future Travel)

Check-in Counter Check-in Counter

(baggage check) (baggage claim)

gates (Departure) gates (Arrival)

runway (takeoff) runway (landing)
airplane routing

Layers: each layer implements a service
o via its own internal-layer actions
o relying on services provided by layer below
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Layered air travel: services
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Counter-to-counter Ticketing services

baggage-deposit-to-baggage-claim delivery

people transfer:Departure gate to Arrival gate

runway-to-runway delivery of plane

airplane routing from source to destination




Distributed implementation of layer functionality

Service Counter
(future booking)

baggage (claim)

gates (Arrival)

runway landing

arriving airport

a + | Service Counter
C | (purchase)
o)
Q
% baggage (check)
' | gates (Departure)
=
S | runway takeoff
o

\_ ) | airplane routing

airplane routing

We can refer to this collection as a "stack”
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% While  developing a model for network
architecture, designers distilled the process of
transmitting data into its most fundamental
elements.

They identified which networking functions had
related uses and collected those functions into
discrete groups that became "Protocol Layers”
which collectively form a "Protocol Stack”.
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Why layering?

Dealing with complex systems:

% explicit structure allows identification, relationship
of complex system's pieces

o layered reference model for discussion/design

% modularization eases maintenance, updating of
system
o change of implementation of layer's service
transparent to rest of system

0 e.g., change in gate procedure doesn't affect rest
of system
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Protocols in Simplified Architecture
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Computer X

—— Application Protocol
Application || _ _ _ _ _ _ _ WP e e >

Transport [ ----=-=-==---cc e e e m = >

Computer Y

Application

Transport

ommunications
network

P

MNetwork access

Network
access protocol

Network
access protocol

MNetwork access

“\

el

N\ ~

This is a "Protocol Stack”




Layering: logical communication

Each layer: c;pplica’riofn
. . ranspor

distributed T

“entities"” link
: 1 physical
lmplemenT hetwork
layer functions e
at each node physical

entities
Perform application application
actions, transport a transport
exC hange network | ® 9 network
: link link
messages with physical physical

peers
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Layering: logical communication

E.g.: fransport
- take data from

app

- add
addressing,
reliability check
info to form
“datagram”

send

datagram to peer
wait for
peer to

ack receipt

analogy:
post office

data

application

hetwar
link

physical

application

transport

network

link

physical

ack

network

link

data physical

application

transport

network

link
physical

data

application
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network

link
physical



Layering: physical communication

hefwork
application link
Transport bhysidal
hetwork
link
physical

application
transport
hetwork
link
physical
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Protocol layering and data

Each layer takes data from above
ad ds header information to create new data

—

Maj Faisal CPS 422

unit
passes new data unit to layer below
‘ estinatio
| M |lapplication application _| M | message
He m ][ tr transport | | Hsl M | segment
HaHil M || network network (U IHaHil M | datagram
H Hn* M link link Hi t+ M frame
physical physical
 Notice these

Headers
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Protocol Revisited

How does a Protocol Work

A Protocol implements its Functionality through

its "HEADER"

A Header contains all the control
information to complete the
protocol’'s tasks
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TCP - Protocol Data Unit (PDV)

An - Example Header

Source port
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Destination port

— Sequence num ber

— Acknowledgment number

Header length Reserved Code bits

Window

Checksum

Urgent pointer

Options (if any) Padaing

I User data




%0 Key Elements of a Protocol

o Syntax - Format
o Semantics - Control Info for Coord and error handling
o Timings - Sequencing and Speed matching

% Categories of Protocol Functions
o Segmentation and Re-assembly
o Encapsulation
o Connection Control
o Ordered Delivery
o Flow Control
o Error Control
o Addressing
o Multiplexing
o Transmission Services
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The OSI Reference Model

and
TCP/IP Protocol Suite




The OST
Reference
Model

Application

Frovides access fo the 08l environment for users and
provides distributed information services.
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Fresentation

Provides independence to the applicalion processes
differences in data representation (syntax).

Session

Provides the comtrol structure for communication betwe
applcations; establishes, manages, and ferminates
connections (sessions) belween cooperating application

Transport

Provides relisble, transparent transfer of data betwsen
points; provides end-to-end emar recovery and flow con

MNetwaork
Provides upper layers with independence from the data
transmission and switching technologies used to conn
systems; responsible for establishing, maintaining, and
ferminating connections.

Data Link

Provides for the reliable (ranshen of informalon acnsss |
physical link; sends blocks (frames) with the necessary
synchronization, error confrol, and flow control,

Physical
Concamed with transmission of unstructured b stream
physicl mediom, deals wilh the mechanical, electrical,
functional, and procedural characteristics io access the
hysical medium,
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The OSTI Environment

Qutgoing “\pplicatony Y Incoming
PDU Censtruction - PDU Reduction
l A
A UserDaa Application Application 7 User Daia
I l I 4 I
I I I
F 2 PDU Presentatio Fresentaticn APDU
' '
I I
J v | Session |
sH| P-PDU P-PDU
I I 4 I
| v | T rt T rt |
TH| SPDU renspo ranspo S-POU
\j | T
I
N T-POU Network T-PDU
I I 4 I
I v I S ) I
L|-|| HN-PDU ILT Daa Link Data Link NPDU I'—T
I .
ECPDD Physical Communications Fhysical BLER I
\ Path (2 g, point-
N to-point link, A
T network) _——
— I
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TCP / IP Protocol Suite

% application: supporting network
applications
o ftp, smtp, http

% transport: host-host data transfer
o tcp, udp

% network: routing of datagrams from
source to destination
o ip, routing protocols

% link: data transfer between
neighboring network elements
o ppp, ethernet

% physical: bits "on the wire"

application

transport

network

link

physical
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Some PDUs in TCP/IP
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User data

TCP
header

1P
header

Metwork
header

Application
byte stream

cr
segment

P
datagram

Network-level
packet




TCP / IP Concepts
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Host A
@@ Port ar
service access paint (SAP)
™~
- - Logical connection
TCP l (TCP connection) -
Global network
IP 41— address
Network Access
Protocol #1
Logical connection
Physical S”b"emi'rkda{}tamme"t (e.g., virtual circuit)
f‘_,, pont aadress Rnuter J -
‘H,-'
4 1P
NAP 1| NAP 2
Physical|Physical

Host B
NN
TCP

P

Network Access
Protocol #2

) Physical
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Some Protocols of TCP/IP Suite
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BGP FTP HTTP | | SMTP | |TELNET| | SNMP

TCP UDP

ICMP | | IGMP | | OSPF | | RSVP
P

BGP = Border Gateway Protocol OSPF = Open Shortest Path First
FTP = File Transter Protocol RSYVFP = Resource Reler'Vation Protocol
HTTPF = Hypertext Transfer Protocol SMTP = Simple Mail Transfer Frotocol
ICMP = Internet Control Message Protocol SNMP = Simple Network Management Frotocol
IGMP = Internet Group Management Protocol TCP = Transmission Control Protocol
g = Internet Protocol UDF = User Datagram Protocol
MIME = Multi-Purpose Internet Mail Extension



QST - TCP/IP Comparison

OSlI TCP/IP
Application
Application
Presentation PP
Session
Transport
Transport |(host-to-host)
Internet
Network
Network
Data Link Access
Physical Physical
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Computer Networks

Physical Layer Issues

Maj Faisal
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The Network Core

%. mesh of PRy
interconnected routers e 4

%o the fundamental
question: how is data
transferred through the & =

network? e "%"fk-’

™ circuit switching:

dedicated circuit per call: E:Ef_,r\

telephone net 1&,;.# = ""‘—u:_j:_-_.
™ packet-switching: data =k A 1 fl

sent through network in L v-mr 1

discrete “chunks”
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Network Core: Circuit Switching

End-end resources
reserved for “call”

%o link bandwidth,
switch capacity

%. no sharing

%. guaranteed

performance

%o call setup required

e Faear
Computer Science Department

&
Circuit Switching: FDM and TDM

Example: mmom

FDM ] 4 users
frequency
DM time
frequency ﬂﬂ ﬂﬂ ﬂﬂ ﬂﬂ ﬂﬂ
time
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Network Core: Circuit Switching

%. network resources
(e.g., bandwidth) divided
and allocated to calls
(Multiplexing)
%> Resources remain idle
if not used by owning call %o Techniques for dividing
(no sharing) network resources into
“pieces”
™ frequency division
™ time division
™ Any other
multiplexing
techniques?

ey Fasar

Network Core: Packet Switching

each end-end data stream
divided into packets
%o packets from hosts

share
network resources

%. each packet uses full
link bandwidth for
complete packet duration

misources used as ] /m c
_—_—

- .
| m ®
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Network Core: Packet Switching

resource contention:
%o aggregate resource demand can exceed amount
available
%o congestion: packets queue-up, wait for link use
%. store and forward: packets move one hop at a
time
™ Node receives complete packet before forwardin

g L

‘=] s
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Packet-switched networks: Types

%o Goal: move packets from source to destination
%. Two types of packet switch networks
%. datagram network:
™ destination address in packet determines next hop
™ routes may change during session
™ analogy: driving, asking directions
%o virtual circuit network:

™ each packet carries tag (virtual circuit ID), tag
determines next hop

™ fixed path determined at call setup time, remains
fixed throughout the session/call

™ Pro: routers can performresource reservation

™ Con: routers maintain per-call state (complex)
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How do loss and delay occur?

packets queue-up in router buffers

%. packet arrival rate to link exceeds output link
capacity

%. packets queue-up, wait for turn

pa_c.ket'Eeing transmitted (delay)

A _‘:-1:" .=.,=

packets queueing (delay)
free (available) buffers: arriving packets

qropped (10ss) 1T no {ree ouffers “Wa) Faisal

Computer Science Department
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Packet switching versus circuit switching

Is packet switching a “clear winner?"

%o Great for bursty data
™ resource sharing
™ simpler, no call setup
%. Excessive congestion: packet delay and loss
™ protocols needed for reliable data transfer,
congestion control
% Q: How to provide circuit-like behavior for a
packet switched network?
™ bandwidth guarantees needed for audio/video apps
™ QoS - Quality of Service (will be studied later in TCP)
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Delay, Loss and Throughput

Maj Faisal

Four sources of packet delay

%o 1. nodal %e 2. queueing
processing: ™ time spent waiting
™ check bit errors at output link for

. fransmission
™ determine output m

. ™ depends on
link N
congestion level of
router
ran. n. = "
|+ e
A L'I d pr‘opc!gaﬁon'
B
nodal

processing  queueing

Maj Faiscl
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Delay in packet-switched networks

3. Transmission delay: 4. Propagation delay:

% R=link bandwidth % d = length of physical

(bps) link

% L=packet length % S = propagation speed in

(bits) medium (~2-3x108 m/sec)

% time to send bits % propagation delay = d/s
into link = L/R

Note: s and R are very
dtfferen‘r quantities!
S

nsmvss: {
m ™  propagation

nodar

processing  queueing Maj Faisal

"Real" Internet delays and routes

% What do "real" Internet delay & loss look like?

% Traceroute program: provides delay
measurement from source to router along end-end
Internet path towards destination. For all i
n  sends three packets that will reach router i on

path towards destination
~ router i will return packets to sender
~  sender times interval between transmission and reply.

3 probes, "3 probes @
- s

prob‘é's

Maj Faisal

Nodal delay

dnodal = dproc +dqueus +dlrans + dnLop
% dpoc = processing delay
% dguewe = queuing delay

% dipans = transmission delay

% dpeop = propagation delay

Maj Faisal
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Packet loss

% queue (buffer) has finite capacity

% when packet arrives to full queue, packet
is dropped (lost)

to Other sources of packet loss?

% lost packet may be retransmitted by source
(TCP) not retransmitted at all (UDP)

mf being transmitted

Throughput

% throughput: rate (bits/time unit) at which
bits transferred between sender/receiver
ninstantaneous: rate at given point in time
naverage: rate over long(er) period of time

s

server sends bits pipe that can carry pipe that can carry
(fluid) into pipe  bits (fluid) at rate (bits) fluid at rate
(Rg bits/sec) (R, bits/sec)

Maj Faisal
Computer Science Department

PACRET QrTIvVINg 10
full buffer is lost

Maj Faisal

Throughput

%o What is end-end ’

R, bits/sec R, bits/sec
%o isend-end throughput?
R, bits/s R¢ bits/sec
’7 bottleneck link

link on end-end path that constrains_end-end throughput

http://www.uandiStar.org
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Throughput: Internet scenario

% per-connection
end-end
throughput:
min(R_RR,)

% R, or Ry often the
bottleneck link

% Is it the case

nowadays?
Transmission Media

LU n=hielded and Shielded TT

2 VUnsheliel Twisical Puradl’ TR
o Crmdinary gelephone wine
a Cheap, Flexble —= Fasiest i inestall
o Var shieldi g = Seffers from extennnl FV onberfe rer o
o Used in Telephore and Erberme:
o Shichled wised Pair (51H)

O Meral besdd or sheathmg (0 reduess g er=ence
O VIO enpensve
O Tlendker b handlhe i thick, e

a sed it kaken rires
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. Network Taxonomy

Telecommunication

networks
\

\ \
Circuit-switched Packet-switched
networks networks

|
‘ FDM ‘ ‘ oM ‘ Nefwor‘ks‘ Datagram

with VCs Networks

+ Internet is a datagram / packet-switched network
+ Internet provides both connection-oriented (TCP) and
connectionless services (UDP) to applications.

M Faisal
Twigted Pair (TT)
ML
[
Separxly ik
—Trhivd godhar e s a
el W 11w bl ™ e bl s
—Almniy imstalbd in belcing
dwchi covplruian [ap Tdwrd mile
& Twdisis decrease the cross-talk
I’ Nl'i'_:|'||'hll'i.l1:_1_ s v Al el 1w ke r:_:l!l
3 Mostal elephene ond eetsaork winng i hares aed
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Coaxial Cable

Gt (LT

S
NI

ol ¥ pe et B R
ey s i i
—a AL LN AN
—Crvarmiin prdo

2 Higher bamdwidth thar UTP. Up s 500 MHe.
o Lsed in cable TV
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Rellection and Kelraction

= Indem of Befractbor Specd of Hehe in Vaouwm Specd 10 glass
= WIS T e =1L

bulea = 144 _,"'/- Kelrchea

s m 1§ e A e

Beflesnes

O Refracwed lighl bends bvacds (e higker wdex pediam
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Types of Fibers

= Dluliamedy Fiber Core Dot 20000 62,5 pon
Wik ciwe = Sever ] raye dwvede 1o lor the [her
Fach meds reavels o dlffesen distance

a1 fnp ke Blodde iber: TO-pie core, Loover afisporsion.

AN
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Terrestrial Microwave
o Parabolw dish
a Feeusial bearm
aLane af siphl
a Lang hanl telecammunicatinns
 Hligher froquencies give hizher dona sanes
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Optical Fiber
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Antenna
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Satellite Microwave
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Infraved
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Wireless Propagation

o Larmmmmd wave: Folliwos comtoonir ol =ath R PUIHE
A i
o Rk wawre Sl e Derbal§ Akl v bkl Do

womisp e lyera D opper dnamphew
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